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Abstract—Ensuring the confidentiality and integrity of DNN accelerators
is paramount across various scenarios spanning autonomous driving,
healthcare, and finance. However, current security approaches typically
require extensive hardware resources, and incur significant off-chip
memory access overheads. This paper introduces SeDA, which utilizes 1)
a bandwidth-aware encryption mechanism to improve hardware resource
efficiency, 2) optimal block granularity through intra-layer and inter-layer
tiling patterns, and 3) a multi-level integrity verification mechanism that
minimizes, or even eliminates, memory access overheads. Experimental
results show that SeDA decreases performance overhead by over 12%
for both server and edge neural processing units (NPUs), while ensuring
robust scalability. !

Index Terms—Memory protection, secure DNN accelerators, confiden-
tiality and integrity, deep neural networks

I. INTRODUCTION

Securing Deep Neural Networks (DNNs) on neural processing
units (NPUs) is increasingly vital for mission-critical applications in
areas such as autonomous driving [1], healthcare [2], and finance [3].
The Artificial Intelligence (AI) hardware market was valued at USD
54.10 billion in 2023 and is expected to surge to USD 474.10 billion
by 2030, reflecting a remarkable CAGR of 38.73% [4]. Protecting
DNN accelerators by ensuring confidentiality and integrity is crucial
for several reasons: Data Confidentiality: The sanctity of training
data is non-negotiable. Protecting training data is essential to prevent
unauthorized access and exploitation of private or sensitive information.
Resource Costliness: The substantial investment in training resources
necessitates stringent security protocols. Safeguarding these resources
not only ensures their optimal utilization but also protects against
financial losses and inefficiencies. Vulnerability to Malicious Attacks:
Malicious intent poses a significant threat to DNN models. Protecting
these models from potential tampering and attacks is critical to
maintaining their integrity and functionality, safeguarding against
adverse outcomes and ensuring the reliability of Al systems.

To protect traditional DNN accelerators from model theft and
malicious tampering, as illustrated in Fig. 1(a) and Fig. 1(b), broad
approaches [5]-[11] have been proposed to secure these accelerators,
with the primary aim of minimizing off-chip memory access overhead
for security metadata. They typically use the counter-mode encryption
of Advanced Encryption Standard (AES-CTR) for confidentiality and
the message authentication code (MAC) for integrity verification, as
shown in Fig. 1(c). The counter value in AES-CTR concatenates
the physical address (PA) and a @ version number (VN) of a
data block, with the VN stored off-chip and incremented with each
write. To ensure the integrity of off-chip memory data, each data

1SeDA source code: https:/github.com/wayneds/seda.git
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Fig. 1. Insight of typical secure accelerators. (a) Traditional DNN accelerators
use untrusted off-chip memory and communication buses, risking model theft
and malicious tampering, as shown in (b). (c) Secure DNN accelerators typically
protect data confidentiality and integrity with memory protection schemes
using AES encryption and Hash function. (d) Accessing security metadata
in off-chip memory adds overhead. (e) Parallel hardware encryption incurs
overhead to meet bandwidth needs of accelerators.

block is accompanied by a (6) message authentication code (MAC).
Additionally, a © Merkle Tree (MT) [12] and its variants are often
utilized, with the root stored on-chip to prevent replay attacks.
Motivation @) » Costly Off-Chip Memory Access Overhead for
Integrity Verification. Accessing security metadata (e.g., @®©) to
ensure the confidentiality and integrity of untrusted off-chip memory
significantly increases memory access overhead, as shown in Fig. 1(d).
Existing approaches propose several optimizations: using Bonsai
Merkle Tree (BMT) [13] instead of traditional MT for smaller version
numbers (VNSs); employing coarser-grained protection units, such
as 512B data blocks instead of 64B cachelines; and dynamically
updating VNs based on DNN model state information to eliminate
off-chip memory access [8], [9]. Securator [11] uses a layer-level
MAC to reduce off-chip memory access for integrity checks. However,
it overlooks the overlap of intra-layer tiles and distinct tiling patterns
across layers, potentially leading to redundant encryption/decryption
and integrity verification overhead. Moreover, not considering inter-
layer tiling pattern differences may result in false negatives.
Motivation @ » High Hardware Overhead for Confidentiality
Protection. Due to the AES Engine’s limitation of en/decrypting



only a 128-bit data block at one time, typical solutions to meet the
high bandwidth demands of DNN accelerators involve increasing
the number of AES Engines. For example, Securator [11] uses four
AES engines to en/decrypt a 64B data block, as shown in Fig. 2(c).
However, this approach adds strain on resource-limited accelerators,
requiring a careful balance between hardware resource allocation
and security performance. As illustrated in Fig. 1(e), a single Crypto
Engine can only perform serial encryption, failing to meet the high
bandwidth demands of DNN accelerators, while multiple AES engines
can satisfy these demands but result in significant hardware encryption
overhead.

In this paper, we introduce SeDA, a novel secure and efficient DNN
accelerator architecture with reduced hardware resource consumption
and near-zero performance overhead for integrity verification, while
maintaining the same level of security and practical applicability. This
paper makes the following major contributions:

« Insight. Providing an in-depth insight of limitations of current
memory protection strategies for DNN accelerators highlights two
critical concerns: the substantial hardware overhead for encryption
and the expensive off-chip memory access for integrity verification.

o Solution. Through hardware/software synergy, we present SeDA,
a secure and efficient accelerator architecture. It incorporates a
bandwidth-aware encryption mechanism that utilizes a single AES
engine with adjustable encryption granularity, minimizing hardware
resource overhead. Furthermore, its multi-level integrity verification
mechanism significantly reduces or eliminates off-chip memory
access overhead.

« Evaluation. Conducting extensive experiments using cycle-accurate
simulators for DNN accelerators, memory protection schemes,
and off-chip memory accesses. Experimental results of SeDA
demonstrate a performance improvement, reducing overhead by
12.26% for server NPU and 12.29% for edge NPU, while also
providing robust scalability with minimal hardware overhead to
meet the bandwidth demands of accelerators.

This paper is structured as follows: Section II reviews related
work on memory protection and the threat model for our study. In
Section III, we provide a detailed introduction to the proposed SeDA
architecture. We then conduct extensive experiments on various DNN
models in Section IV. Finally, Section V concludes our work.

II. RELATED WORK AND THREAT MODEL

Based on the corresponding threat model, secure DNN accelerators
typically provides robust confidentiality and integrity guarantees in
untrusted environments.

A. Confidentiality Protection

Confidentiality protection typically uses AES-CTR mode due
to several advantages: 1) it utilizes the same AES engine for
en/decryption, reducing hardware overhead (see Fig. 2(a)); 2) One
time pad (OTP) generation can be parallelized with communication
and DNN computation, minimizing time overhead; and 3) its block-
based streaming mode does not require prior knowledge of data size
and scale. The AES-CTR encryption requires a non-repeating and
incrementing counter to produce a OTP for each encryption/decryption
under the same key. The counter concatenates the physical address
of a data block that will be encrypted and version number that is
incremented on each write memory operation. Here, let K., P,C
be the AES encryption key, plaintext, ciphertext, respectively. The
AES-CTR mode for encryption and decryption can be formulated as
following Eq. 1 and Eq. 2, where AES-CT Ry, (PA||V N) produces
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Fig. 2. Summary of AES-CTR mode. (a) Reusing AES engine for encryption
and decryption in AES-CTR mode. (b) Diagram of the AES engine, featuring
the AddRoundKey, SubBytes, ShiftRows, MixColumns, and keyExpansion
modules. (c) Utilization of multiple AES engines for parallel encryption to
boost high-bandwidth capabilities.

a OTP, || and & represents a bit-wise concatenation and XOR operator,
respectively.

C =P & AES-CTRk,(PA| VN) 1)
P =C & AES-CTRy. (PA|| VN) 2)

When an accelerator reads a data block from off-chip memory,
the protection module uses the VN to generate an OTP and decrypts
the block by XORing it with the OTP (red path in Fig. 2(a), Eq. 2).
Similarly, when writing a data block to off-chip memory, the module
increments the VN to generate an OTP and encrypts the block by
XORing it with the OTP (blue path in Fig. 2(a), Eq. 1). Fig. 2(b)
illustrates the diagram of the AES engine along with its key functional
modules.

B. Integrity Verification

To ensure data integrity against off-chip memory tampering, an
integrity verification engine computes a message authentication code
(MAC) by concatenating a data block with its physical address and
version number. This MAC is generated during every write operation
and verified during reads to ensure data authenticity. Relying solely
on MAC for a data block fails to guarantee freshness and opens the
door to replay attacks. To counter this threat, prior works utilize an
Integrity Tree for hierarchical MAC verification, such as MT [12]
and Bonsai Merkle Tree (BMT) [13], with the root stored on-chip to
prevent malicious tampering. The overhead of integrity verification is
non-trivial since it requires traversing both MACs and the nodes of
the Integrity Tree stored in the off-chip memory to prevent the replay
attack.

C. Secure DNN Accelerators

Intel SGX [5] creates a secure enclave using CPU hardware
mechanisms, using AES-CTR mode and MT with its root in the
Trusted Computing Base (TCB). SEAL [6] introduces a criticality-
aware smart encryption scheme that selectively bypasses the encryption
engine for partial data and colocates data with corresponding counters.
GuardNN [7] proposes a secure accelerator architecture by using small
TCB and low overhead for privacy-preserving deep learning. MGX [8]
introduces a secure DNN accelerator with application-specific version
number management, utilizing on-chip status for version number
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Fig. 3. Overview of SeDA architecture. (a) The Crypt Engine optimizes hardware by XORing keys from the AES Engine’s KeyExpansion module with OPT,
creating bandwidth-sensitive encryption granularity and reducing hardware overhead compared to using multiple AES Engines. (b) The Integ Engine optimizes
software by analyzing overlapping tiles within a layer and patterns across layers to determine the optimal block size, optBlk, for integrity verification. This
leads to a multi-level integrity verification mechanism with optBlk MAC, layer MAC, and model MAC.

generation and coarse-grained integrity verification to reduce off-chip
memory overhead. In a similar vein, TNPU [9] generates all version
numbers within an on-chip cache. Securator [11] introduces a layer-
level integrity checks by XORing all message authentication codes
(MACs) within a layer.

D. Threat Model

Similar to the threat model proposed in literature [8], [9], we
assume that the accelerator itself is secure, meaning that its internal
state cannot be directly observed or tampered with. Any external
device connected to the accelerator is considered untrusted, such as
off-chip memory and communication buses, meaning that attackers
could potentially access or manipulate any information stored in these
devices through physical or software attacks. Notably, we do not
consider other physical side-channel attacks to infer DNN model
architectures [14], such as power channel attacks and electromagnetic
attacks. Additionally, adversarial attacks [15] against machine learning
algorithms are also not within scope to ensure that decryption is
restricted to authorized users possessing the key.

ITI. SeDA ARCHITECTURE

This section initially provides an overview of SeDA. We then
subsequently explores the scalability challenges of cryptographic
hardware and the expensive off-chip memory access overhead in
integrity verification, providing corresponding solutions for each.

A. Overview

SeDA provides a secure and efficient environment for DNN
accelerators by hardware/software co-optimization. The overview
architecture of the framework is presented in Fig. 3. The AES Engine’s
limitation to encrypting only a 128-bit data block at one time poses a
challenge in meeting the high bandwidth demands of DNN accelerators.
SeDA addresses these issues by utilizing bandwidth-aware encryption
mechanism to optimize hardware resources impacted by security
concerns, as illustrated in Fig. 3(a). Additionally, the inclusion of
security metadata by secure DNN accelerators results in storage and
access overheads in off-chip memory. For example, using an 8B
MAC to represent a 64B data block alone leads to a 12.5% increase
in memory traffic. To mitigate this, SeDA introduces a multi-level
integrity verification software optimization mechanism, showcased in
Fig. 3(b). Furthermore, securely housing these limited MACs directly

Algorithm 1: Attack and defense of SECA
Attack of SECA
Input :OTP: one time pad for a data block (blk);
most_value_p: most used plaintext in blk.
Output : value_p: all plaintext of blk
most_value_c +—~ CALCFREQVALUE(blK)
OTP+~ most_value_p & most_value_c
for each encrypted element value_c of blk do
L value_p «— value_c & OTP

E L

Defense of SECA
Input :PA, VN: physical address and version number of blk.
Output : OTP;: generate multiple OTPs for blk
OTP «— AES-CTRk.(PA I VN)
6 for each 128-bit key; in keyExpansion of AES-CTR do
| OTP; — (OTP & key:)

n

in on-chip SRAM can eliminate off-chip memory access overheads
entirely.

B. Bandwidth-aware encryption mechanism

To meet the high bandwidth demands of accelerators, increasing
the number of AES engines incurs significant overhead, while using
the same OTP for all data in a block introduces security risks.This
dilemma often leads to a suboptimal trade-off between security and
computational efficiency.

Challenge 1: High Hardware Resources for Confidentiality
Protection. While maintaining an equivalent level of security, nu-
merous approaches have bolstered encryption parallelism by stacking
multiple AES engines. For example, Securator [11] uses four AES-
128 engines to concurrently encrypt a 64B data block, as shown in
Fig. 2(c). Nevertheless, the drawback of sacrificing hardware resources
to achieve performance improvements in encryption and decryption
is apparent, particularly for edge DNN accelerators constrained by
limited hardware capabilities. This situation emphasizes the crucial
equilibrium needed to optimize security and operational efficiency in
these systems.

Challenge 2: Security Threat for Shared OTP. A straightforward
approach is to use each engine once per data block, with each 128-bit



segment within this data block sharing the same OTP. Nevertheless,
assigning a OTP to a individual data block poses security risks and
could be vulnerable to a Single-Element Collision Attack (SECA).
The principle of a SECA attack when a data block shares the same
OTP is outlined in lines 1-4 of Algorithm 1. By employing the
CALCFREQVALUE function, we can identify the most frequently
encrypted data within the block, denoted as most_value_c. Through
comprehensive data analysis, we can infer the most common plaintext
data within the block, denoted as most_value_p (e.g., 0). Referring
to the AES-CTR encryption formula Eq. 1, we can calculate the OTP
for that block as most_value_c @ most_value_p, as shown in line 2
of Algorithm 1. Since the block shares this OTP, once obtained, we
can derive all plaintext values within the encrypted block, as shown
in lines 3-4 of Algorithm 1. Extending this principle further, we can
extract the data values from every DNN layer and even the entire
model.

Solution. We introduce a novel bandwidth-aware encryption mecha-
nism to meet the high bandwidth requirements of accelerators without
compromising the security of encryption. This method leverages the
inherent features of AES-CTR encryption mode, using just a single
AES engine and a minimal number of XOR logic gates, as illustrated
in Fig. 3(a). To defend against SECA attacks, we first employ a
standard AES-CTR encryption engine to create a shared OTP for a
data block, as shown in line 5 of Algorithm 1. Subsequently, utilizing
the keys array produced by the keyExpansion module within the
AES-CTR encryption engine, we can generate multiple distinct OTPs
by XORing the OTP with keys, as shown in lines 6-7 of Algorithm 1.
This ensures that each 128-bit data segment within the data block
corresponds to a unique OTP, thereby thwarting SECA attacks to
safeguard security. Moreover, this mechanism significantly conserves
hardware resources by utilizing a small number of XOR logic gates
instead of an equivalent number of AES engines, commonly used by
traditional methods.

When it comes to securing the entire DNN model, using a single
key in the AES-CTR keyExpansion process is typically sufficient to
ensure security. We proceed with the assumption that multiple keys
are generated through the keyExpansion module using just one key.
The keys produced by key expansion are inherently secure. These
keys can be stored on-chip or generated in real-time. By XORing the
shared OTP from a data block with these different keys, new secure
OTPs can be generated. When generating OTPs from multiple keys
derived from a single key input for keyExpansion doesn’t meet the
accelerator’s bandwidth requirements, expanding the key expansion
input to key & (PA Il VN) can solve the issue. This approach produces
enough OTPs for a data block, meeting both security and bandwidth
needs simultaneously.

C. Multi-level integrity verification mechanism

The granularity of integrity verification, whether too large or
too small, can be problematic. Small granularity increases security
metadata and off-chip memory overhead, affecting performance.
Larger granularity reduces metadata overhead but can lead to redundant
processing due to tiling overlaps. SeDA addresses this with a multi-
level integrity verification mechanism that combines the flexibility of
fine granularity, which avoids redundant security computations, with
near-zero overhead of coarse granularity, significantly reducing or
eliminating off-chip memory access overhead.

Challenge 1: Expensive Off-Chip Memory Access for Integrity
Checks. While recent research efforts [8], [9] have successfully
eliminated the off-chip memory access overhead of VNs and Merkle
Trees, the overhead introduced by MAC:s still remains to be adequately

Algorithm 2: Attack and defense of RePA

Attack of RePA

Input : MAC;: the MAC of a data block in one layer.
Output : plaintext_e: error plaintext.

SUM_MAC — " | & MAC;

SHUFFLEORDER (MACs)

SUM_MAC_shuffle — Y7, @ MAC;

if True = VERIFYINTEG(SUM_MAC, SUM_MAC_suffle) then
L for each encrypted data block blk of one layer do

ENERT T VR SR

L plaintext_e «— DECRYPT(blk)

Defense of RePA
Input :layeriq, fmapidz, blkids: layer number, feature
map index and block index of layeriq.
Output : Secure layer MAC.
7 for each encrypted data block blk of layer;q do
8 L MAC,; «— HASHg, (blk Il PA Il VN Il layeriq | fmap;d.

Il blkigs)
TABLE I
COMPARISON OF MULTI-LEVEL INTEGRITY VERIFICATION GRANULARITY.
Granularity | Flexibility | Off-chip Access Overhead| Storage
optBIk o O Off-chip
layer O Off/On-chip
model O On-chip

*Note: Color depth shows intensity, while coverage area indicates ratio.

addressed. Securator [11] proposed a layer-level freshness and integrity
check method to reduce the MACs overhead by XORing MACs of
all blocks within a layer, with a block size granularity of 32 bytes.
The approach didn’t consider tile overlaps within a layer, causing
redundant computations like repeated integrity checks, which adds
costs. Securator also ignored different tiling patterns between layers.
Fig. 3(b) shows that ofmap in layer i and ifmap in layer i+l
use different strategies, which can vary in size and direction. Not
addressing inter-layer tiling properly can lead to extra costs or disrupt
the model due to inaccurate integrity checks.

Challenge 2: Security Threat for XOR-MAC Scheme. The XOR-
MAC scheme offers parallelizability, incrementality, and provable
security, with its security being on par with that of chaining MAC [16].
However, XORing all MACs generated by directly hashing the
ciphertext within a layer to produce a unique layer MAC could
lead to a Re-Permutation Attack (RePA), as illustrated in lines 1-6
of Algorithm 2. SHUFFLEORDER rearranges the order of data blocks
in the current layer and computes SUM_MAC_shuffle for that layer
using XOR operations. Because XOR is commutative, meaning the
order of operands doesn’t affect the result, an attacker can successfully
pass the VERIFYINTEG(SUM_MAC, SUM_MAC_shuffle) verifica-
tion. This rearrangement of data blocks within a layer can hinder
correct decryption of ciphertext, posing a security risk due to RePA
vulnerability.

Solution. To reduce off-chip memory access overhead from integrity
verification, we propose a secure multi-level mechanism. It combines
block-level and layer-level checks to minimize memory access by
leveraging deterministic memory access patterns of DNNs, while
ensuring security. We use the scheduling search strategy proposed
in the SecureLoop [10] to obtain the optimal authentication block



TABLE II
DNN SIMULATION CONFIGURATIONS [20], [21].

Metrics | Server (Google TPU v1) |Edge (Samsung Exynos 990)

PE 256 x 256 in systolic array
Bandwidth| 20 GB/s with 4 channels

32 x 32 in systolic array
10 GB/s with 4 channels

Frequency 1 GHz 2.75 GHz
SRAM 24 MB 480 KB
Presision 1-B for per element 1-B for per element

(optBlk), which synergizes with our work orthogonally. We propose
a novel multi-level integrity verification mechanism involving three
granularities of MAC types: optBlk MAC, layer MAC, and model
MAC, as shown in Fig. 3(b). Table I compares their features in detail.
The optBlk MAC offers flexibility by accounting for intra-layer tiling
overlap and diverse inter-layer tiling patterns, avoiding redundant
computations from repeated integrity checks. By XORing all optBlk
MAC:s within a layer to create the layer MAC, we achieve a significant
reduction in the number of MACs needed for DNN model integrity
verification, despite a slight delay due to layer-specific checks. This
allows layer MACs to be stored in on-chip SRAM, eliminating off-
chip memory access costs. The Model MAC uses a single MAC
to represent the entire model weights on-chip, further reducing off-
chip memory costs and conserving on-chip SRAM, with verification
results available only at the end of model inference. To prevent RePA
attacks, we associate each encrypted optBlk data block with specific
location details like PA, VN, layeria, fmapids., and blk;q,.. We then
compute the corresponding MAC using hashing, as detailed in lines 7-
8 of Algorithm 2. In summary, our multi-level integrity verification
mechanism can remove off-chip memory overhead from security
metadata, ensuring security while maintaining integrity guarantee.

IV. EVALUATION
A. Experimental Setup

Accelerators. In order evaluate DNN inference behaviours, we use
an open-source cycle-level DNN simulator SCALE-Sim?2 [17], [18]
developed by ARM Research to 1) study the inference execution for
various DNN models; 2) analyse the performance overhead of different
memory protection schemes. The DNN accelerator can generate
detailed computation information of systolic array, and DRAM access
traces. After obtaining the DRAM traces, we use various memory
protection mechanisms to calculate execution time and bandwidth
usage, producing the total DRAM traces after running the security
simulator. Finally, we use the DRAM simulator Ramulator2 [19] to
simulate the total DRAM access traces.

Configurations. Table II presents the DNN simulation configurations,
featuring a server NPU (Google TPU v1) and an edge NPU (Samsung
Exynos 990). To balance DNN computation and memory bandwidth,
we simulate four 64-bit DDR channels for both the server and edge
NPUs.

Benchmarks. For DNN accelerators, we evaluate SeDA across various
DNN models, including Lenet (let), Alexnet (alex), Mobilenet (mob),
ResNet18 (rest), GoogleNet (goo), DLRM (dlrm), AlphaGoZero
(algo), DeepSpeech2 (ds2), FasterRCNN (fast), NCF_recommendation
(ncf), Sentimental_seqCNN (sent), Transformer_fwd (trf), Yolo_tiny
(yolo). These models are selected from diverse machine learning
domains, such as computer vision, speech recognition, natural language
processing, gaming, and personalized recommendation.

Memory Protection Simulation. We implemented accelerators based
on Intel SGX, MGX, and SeDA security mechanisms, using an
unprotected accelerator as a benchmark, and set the size of protected
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memory to 16GB. SGX uses a multi-level Integrity Tree with 56-bit
VNs and 64-bit MACs, along with a 16KB VN cache and 8KB MAC
cache, both using an LRU replacement policy for write-back and
write-allocate strategies. We use two different protection granularities:
64B and 512B. To ensure fairness, SeDA stores layer MACs off-chip.

B. Experimental Results

We compare the memory traffic, which refers to the data exchanged
between off-chip memory and accelerators, and performance across a
unprotected baseline and five protection schemes: SGX-64B, SGX-
512B, MGX-64B, MGX-512B, and our proposed SeDA, as shown in
Table III. All results are normalized to the baseline without protection.

Area and Power. We developed a simulator based on 28nm
technology to evaluate area and power, utilizing the AES engine
implementations detailed in [22]. We refer to the bandwidth-aware
encryption mechanism as B-AES, and other traditional methods
using multiple AES engines as T-AES. Through simulation, we
assessed the changes in area and power. The x-axis represents the
bandwidth required by the encryption engine to match the accelerator’s
bandwidth needs, expressed as multiples of the bandwidth provided
by a single AES engine. As shown in Fig. 4, our proposed B-AES
demonstrates strong scalability, with minimal increases in area and
power consumption as the accelerator bandwidth increases.

Memory traffic. Fig. 5 compares the memory traffic overhead using
the DNN simulation configurations listed in Table II. On average,



TABLE III
COMPARISON OF MEMORY PROTECTION SCHEMES.

Protection Scheme|Encryption Granularity | Integrity Granularity | Off-chip Memory Access| DNN Tiling Pattern | Encryption Scalability

SGX-64B 16B 64B
SGX-512B 16B 512B
MGX-64B 16B 64B

MGX-512B 16B 512B
SeDA bandwidth-aware multi-level

MAC,VN,IT
MAC,VN,IT
MAC
MAC
minimal to no cost

*Note: "IT" signifies integrity tree.
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SGX-64B increases memory traffic by 30% for Server NPU and
28.29% for Edge NPU. In contrast, MGX-64B, without the overhead
from additional VNs and MT, increases traffic by only 12.51% and
12.63%, respectively. Increasing the protection granularity from 64B
to 512B significantly reduces memory traffic. SGX-512B cuts traffic
by 7.83% on Server NPU and 5.13% on Edge NPU. MGX-512B
achieves reductions of 3.59% and 2.39% on these devices, respectively.
Expanding the protection granularity to 512 bytes reduces memory
traffic by minimizing security metadata. However, using larger data
blocks can lead to inefficiencies due to misalignment with intra-layer
tiling overlaps and varying inter-layer tiling patterns. This mismatch
can hinder memory access and resource utilization, emphasizing the
need for a balanced approach in selecting granularity to improve
system performance and efficiency. Our proposed SeDA uses a multi-
level integrity verification mechanism by XORing all optBlk MACs
into a layer MAC. Fig. 5 shows that SeDA introduces near-zero
memory traffic, with an overhead of only 0.12% for Server NPU and
0.03% for Edge NPU, highlighting the superiority of our proposed
protection mechanism.

Performance. Fig. 6(a) presents a performance comparison analysis
among the baseline and five memory protection mechanisms on Server
NPU. SGX-64B is 22.04% slower, MGX-64B is 10.93% slower,
SGX-512B is 8.49% slower, and MGX-512B is 4.28% slower than
the unprotected baseline. In contrast, our proposed SeDA impacts
performance by less than 1%, making it nearly negligible. This
is primarily attributed to proposed multi-level integrity verification

mechanism, which can reduce or even completely eliminate the
performance overhead of off-chip memory accesses caused by integrity
verification. By minimizing the storage and retrieval of MACs in
off-chip memory, SeDA effectively manages the security metadata
overhead from integrity verification. Additionally, by storing these
small layer or model MACs directly in on-chip SRAM, we can
remove the performance overhead associated with off-chip access
for integrity verification. For Edge NPU, Fig. 6(b) presents similar
findings. Compared to the baseline, SGX-64B, MGX-64B, SGX-512B,
and MGX-512B slow down by 21.10%, 10.95%, 5.84%, and 2.90%,
respectively. Remarkably, our proposed SeDA results in an almost
imperceptible performance drop.

V. CONCLUSION

In this work, we introduce SeDA, a secure and efficient DNN
accelerator architecture designed to ensure confidentiality and integrity
in untrusted environments. Using bandwidth-aware encryption and
multi-level integrity verification mechanisms, SeDA provides excellent
scalability with minimal overhead to match computational bandwidth
of accelerators, and significantly reduces or even eliminates off-chip
memory access overhead. Experimental results show that proposed
SeDA meets bandwidth requirements with near-zero hardware over-
head, and significantly reduces the performance overhead compared
to the state-of-the-art approaches.
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